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ABSTRACT 

Ordinal rating systems are commonly employed to evaluate biodeterioration of wood exposed outdoors over long periods 
of time. The purpose of these ratings is to compare the durability of test systems to nondurable wood products or known 
durable wood products. There are many reasons why these systems have evolved as the chosen method of evaluation, 
including having an overall evaluation that incorporates several characteristics thought to correlate with some “failure,” 
balancing bias and variability because of multiple raters and simplifying calculation and interpretation. Appropriate analysis 
of the ordinal ratings is needed to accomplish this goal. We will briefly review the standards and associated methods and 
models currently in use, as well as several proposed analysis methods in relation to an example FPL data set.  
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INTRODUCTION 
Short review of long history of field stake evaluations 

Ordinal rating systems are commonly used to evaluate biodeterioration of wood exposed outdoors over long periods of 
time. Rating measurements taken repeatedly over time are used to measure wood degradation, as well as other phenomena, 
and have been used in American Wood Protection Association (AWPA) standards for decades. AWPA rating measurements, 
taken at particular exposure times, are basically ordered categorical measurements and have been refined over the years to 
portray the underlying progression of degradation as a function of decay, termites, or other agents. Typically, this progression   
is seen as being continuous in nature. However, it is difficult, if not impossible, to fully quantify some of the continuous 
measurements of degradation or even define “failure,” and so ordinal rating systems have evolved as the chosen method of 
evaluation. Several AWPA standards refer to measurements that result in ordinal data, including evaluation standards E1, E5, 
E7, E14, E16, E18, E21, E23 and E24, although most refer to the standard Decay and Termite Visual Rating Scales.  

In terms of preservative field stake ratings, the durability trends from this type of measurement over long periods of time 
indicate how particular preservatives will perform in-service. Although generally not based on statistical methods of 
comparison, they allow some differentiation of preservative performance over time in comparison to either an untreated 
control and/or some established treated control.  

Cook and Morris (1995) and Morris (1998) provide an excellent history of field rating data evaluation, including efforts 
by Colley (1970, 1984) and Hartford (1972)  (Hartford and Colley, 1984; Morris and Cook, 1995; Morris and Rae, 1995). 
This research has typically concentrated on characterizing the mean ordinal response over time and does not account for 
within-stake or stake-to-stake variation in evaluating differences between treatments. Morris (1998) also investigated the use 
of modes as being more indicative of individual stake behavior.  

Other efforts have tried to understand and characterize deterioration behavior by using time-to-failure approaches that 
are common for answering reliability questions, such as how long will something last? Historically, this is how the Forest 
Products Laboratory (FPL) has presented data in their stake test progress report (Woodward, et al. 2011) with failure 
represented by some combinations of decay/termite ratings. Bartlett (1978) used a proportional hazards model to model 
probability of survival of field stakes in Australia. To develop the model, he chose a decay rating of “7” or below as a failure 
on a 9-point rating scale. He also discussed issues related to inspection times, in that stakes cannot be continuously rated but 
are in fact rated on some type of inspection intervals. Further, Link and De Groot (1989, 1990) emphasize the ordinality of 
ratings and discourage the sole use of average ratings or average lifetimes as they fail to account for stake variability. Their 
work discusses time-to-failure approaches with attaining a specific rating as a definition of failure, such as time-to-7 or time-
to-0. Choosing a particular failure and then analyzing the sample stake data of time-to-failure allows the investigation of the 
sample distribution of that failure, including the ability to look at quantiles such as the first quartile (25th percentile) and 
median (50th percentile), and to compare these sample estimates for field trials of different preservatives. Also, they illustrate 
the usefulness of boxplots in displaying and comparing sample characteristics. Link and De Groot (1990) compare different 
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estimators of median lifetime and discuss construction of confidence intervals for a population median lifetime. Further work 
in De Groot and Evans (1998, 1999) studies how possible dose-response behavior in preservative systems is characterized by 
quartile and median estimates.  

Survivability/reliability type methods, such as the above, have the advantage that under, the appropriate assumptions, 
lifetime estimates can be established with certain degrees of confidence. With the use of analysis methods that accommodate 
censoring; this type of analysis does not require waiting until all stakes fail.  

Although the current models appear easy to understand and interpret in a perfect world, they fail to fully capture several 
aspects of possible durability behavior, such as identifying populations with early stages of biodeterioration activity or 
behavior that does not attain “failure” over an inspection period. In fact, the definition of failure leads to many issues (such as 
different models), and we would ideally have models that characterize time-dependent behavior while not relying on a 
particular definition of failure, such as the time to reach a specific rating. Because studies may often be performed at different 
locations, they may have different inspection intervals and neither of the preceding methods can easily accommodate this. 
Since rating inspections occur at intervals, “time-to” analyses can produce optimistic estimates. 

Ordinal rating measurements are common in the medical community, and many statistical advances have been made in 
enhancing analysis of these types of data. Although many of the examples in Agresti (2010) and Molenberghs and Verbeke 
(2005) are medically related, both books are excellent statistical resources that discuss statistical methodology related to 
analyzing ordinal data, especially repeated ordinal data such as occur in stake field trials. Both discuss the advantages of 
modeling the probabilities of ordinal data and the various types of statistical models that are commonly used. Agresti, in 
particular, gives advantages and disadvantages of mean ordinal response models as opposed to models that specifically 
characterize probabilities of ordinal ratings or categories. Limitations of mean response models result from not having the 
ability to provide estimates of rating probabilities; thus, predictions are not constrained to the boundaries of the rating scale, 
nor do they model the functional dependencies of ratings (i.e., if you have a certain number of stakes, the sum of their 
frequencies is constrained). However, if an ordinal rating portrays an underlying continuous variable, and one were able to 
increase the number of rating categories to a moderate number of categories, then a mean response model may approximate 
the regression model that would result from actual measures of the underlying continuous variable (Agresti, 2010). Both 
authors discuss several methods for developing and analyzing ordinal probabilistic regression models for repeated ordinal 
data. Several studies have used these types of models for modeling ordinal deterioration/degradation, for example, in stake 
studies (Lebow, et al. 2007, 2009) and panel coating studies (Gobakken and Lebow, 2010; Gobakken, et al. 2010). Also, for 
continuous responses, it has been shown that degradation models provide more efficient estimates of reliability parameters 
than time-to-failure data (Hamada, 2005).  

 
Brief review of general statistics 

Hypothetically, first suppose that a random sample of a single group of treated stakes, say n, are exposed for a fixed 
number of years, at which time each is given an ordinal visual rating according to Table 1. 
 
Table 1: Decay rating scheme from AWPA E7-09 (AWPA 2011) 

Rating Condition Description 

10 Sound 
No sign or evidence of decay, wood softening or discoloration caused by microorganism 
attack 

9.5 Trace-suspect 
Some areas of discoloration and/or softening associated with superficial microorganism 
attack 

9 Slight attack Decay and wood softening is present. Up to 3% of the cross-sectional area is affected 

8 Moderate attack Similar to “9” but more extensive attack with 3–10% of cross-sectional area decayed 

7 
Moderate/Severe 
attack 

Sample has between 10–30% of cross-sectional area decayed 

6 Severe attack Sample has between 30 – 50% of cross-sectional area decayed 

4 Very severe attack Sample has between 50 – 75% of cross-sectional area decayed 

0 Failure 
Sample has functionally failed. It can either be broken by hand due to decay, or the 
evaluation probe can penetrate through the sample 
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Each sample stake observation typically could be considered as coming from a discrete distribution with a particular 
probability associated with each rating. If we’re willing to assign values (also known as scores) as in the above rating scheme 
such that differences between ratings are interpretable, then an expected value and variance could be determined for a single 
random stake observation. However, this is not ideal as it is difficult to interpret, and depending on what you are estimating, 
can result in estimates outside of the score rating limits. 
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Figure 1: Hypothetical categorical distribution of visual ratings 
 

As it is, however, the probabilities that chiefly define the distribution, we may consider the observations as coming from 
a categorical distribution, such as displayed in Figure 1. We are really interested in comparing those discrete probabilities for 
each of the rating categories. Then with multiple observations, such as occurs with our random sample, we assume that the 
underlying distribution is multinomial, which further describes the probabilities of joint occurrence in terms of the ratings’ 
underlying frequencies, the possible combinations to which they could occur in a sample, and the underlying probabilities of 
each rating. First associate an Rk, k = 1, 2,…8 with each rating in Table 1, and let pi be the probability that rating Rk will occur 
for a single stake (p1+p2+…+pk = 1) and assume n stakes will be tested. Then the probability that R1 occurs x1 times, R2 
occurs x2 times, etc., such that x1+x2+…+xk=n, is given by 
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What statistics can we use to describe the data? For a single group of data, a tabular summary of counts (or percentages) 

at each rating is the most useful. This could be supplemented with the mean, median, and mode, as well as a standard 
deviation and some type of range. Although the mean and standard deviation are not ideal, they can give indications of 
central tendency and variation, especially as the ratings would approach some underlying measurement on at least an interval 
scale. For two independent groups of data, say, treated and untreated at one time point, again, a tabular summary of the two 
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rating counts for each of the two groups is best if you have the same number of observations in each group. Otherwise, you 
can list the observed percentages with sample sizes. Comparisons for the two groups then could be made with chi-square 
two-sample tests or Kolmogorov–Smirnov tests as outlined in Dickinson Gibbons (1985, esp. see chapter 6 and page 250). 
These methods are also extended for comparisons between more than two groups. Other nonparametric methods based on 
ranks that compare some central tendency (i.e., location parameter) can also be used (Mann–Whitney–Wilcoxon for two 
groups, Kruskal–Wallis for more than two groups), but it should be kept in mind that the ordinal rating data usually have an 
extensive number of equal valued responses (i.e., ties) that could compromise the accuracy of associated tests.  
 
Statistical methods to study multiple time points 

AWPA rating data are usually acquired on two (or more) groups of the same specimens repeatedly over intervals of time. 
Several types of models can be used to describe this type of data and to answer some of the questions, such as, after 5 years 
exposure, are these two (or more) treatments different? The Introduction reviewed methods that have previously been used in 
interpreting these types of data. We have found success in using models that model functions of the probabilities of ratings as 
linear functions of treatment or time, that is,  
 

Function (rating probabilities) = linear function (factors, such as treatment type, retention, time) 
 

Repeated ratings over time can complicate analysis if there is an additional dependency due to the particular stake 
repeatedly being measured. Modeling and evaluation of these dependencies are discussed in Agresti (2002) and Molenberghs 
and Verbeke (2005). We further have been able to accommodate the dependencies of repeat measurements, similar to models 
outlined in Gobakken and Lebow (2010). There are multiple statistical methods that can be used to fit the models, and 
depending on the structure of the design as well as the questions you are trying to answer and the assumptions you are willing 
to make, one method may be more appropriate than another. In several of the data sets that have been studied so far, the 
generalized linear mixed models with cumulative logit link modeled as a linear function (proportional odds structure) of 
treatment and single or separate slope parameters for time or log-time, along with a random effect to capture the repeat 
measurements on each stake appear promising. To illustrate what can be done statistically with these models, we report on 
three treatments (one treatment at three concentrations) and an untreated control of 19 mm2 stakes that were exposed in 
Mississippi for 11 years. For this set of treatments, the ratings 0, 4, 6, 7, 8, 9, and 10 were used. 

 
In this analysis, the following cumulative logit model that models the probability of higher stake ratings versus lower 

stake ratings as a function of the fixed effects, including preservative treatment and exposure time, and a random effect due to 
repeated measurements was assumed: 
 

kkijiiiiRkijiijk ZbtXXZtXRYP +++=≥ )ln()],,|([logit 21 βββ  

 
where 
logit(p) = log(p/(1-p)) 
Yijk = stake rating ijk  
R = 10, 9, 8, 7, 6, 4 (visual rating, the last rating 0 is implied from the model) 
Xi = treatment group i (A, B, C, U) 
tij = exposure time j (1, 2, 3, 4, 5, 7, 9, 11 years) 
bk = random effect for stake k 
Zk = stake k from treatment group i 
β = model parameters. 
 

This generalized linear mixed model assumes the random effects for stake k, bk, are independently, normally distributed 
with mean zero and variance τ2. Models were fit using SAS® V9.2 (Cary, NC) with the GLIMMIX procedure. Hypotheses of 
interest were tested with linear contrasts between treatment groups after fixed exposure times, and p-values were adjusted 
using the simulation multiple comparison procedure. That is, performance comparisons of the treatments i and j were made 
using comparisons of log odds ratios at time t: 
 

)ln()ln(

]
)|(/)|(

)|(/)|(
log[)]|([logit)]|([logit

2121 tXXtXX

XRYPXRYP
XRYPXRYPXRYPXRYP

jjjjiiii

jj

ii
ji

ββββ −−+=

<≥
<≥=≥−≥

 

AMERICAN WOOD PROTECTION ASSOCIATION

159



and were constructed using various levels of data to determine how the models performed in differentiating the treatments 
over time with the availability of different amounts of data. From the models, we can estimate probabilities of each rating at 
each time point, and then compare the model’s average evolution over time versus what is the typically calculated mean 
rating response over time (Figure 2). 

An odds ratio close to one indicates no detectable difference in ratings between groups (i.e., either no difference or 
insufficient evidence to detect a difference). Because cumulative probabilities of higher visual ratings were modeled, an odds 
ratio greater than one indicates the first part of the hypothesis has higher probability of higher ordered ratings than the second 
part of the hypothesis. Correspondingly, an odds ratio less than unity indicates that the second part of the hypothesis has a 
higher probability of higher ordered ratings than the first part. There are multiple model fitting methods available for 
generalized linear mixed models, even within SAS, including those that fit the marginal model, such as general estimating 
equations (with proc GENMOD) and data approximation via iterations of linear mixed methods (with proc GLIMMIX, see 
Molenberghs and Verbeke (2005), or The GLIMMIX Procedure (SAS 2008) for details).  

From these models, we obtain estimates of probabilities of the occurrence of different ratings over time. We can then 
simulate a random effect that will shift the probabilities for an individual stake, and then using the rating values, calculate 
what the expected average rating for that stake would look like. With this collection of simulated stakes of expected ratings, 
we then can calculate their average to estimate what the average evolution of may look like. Figure 2 shows 20 simulated 
expected stake rating responses for each of the four treatments from the models fit with 11 years of data; it also shows the 
average evolutions for each of the treatments (based on 1,000 simulations each) as well as the typical observed average 
rating. 
 

 
 

Figure 2: Observed mean rating (solid heavy line) and average evolution (dashed heavy line) over time for three 
treatments (A, B, C) and untreated control (U) from model fit with 11 years of data. Graph supplemented with 
expected responses of 20 simulated “stakes” for each treatment (gray lines)  
 

Based on the model’s fit with 11 years of data, we can compare the treatments at multiple time points to determine where 
differences occur statistically (see Table 2). The untreated is different at all tested time points, whereas A and B become 
statistically different at 3 years, A and C at 3 years, and B and C at 7 years. 
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Table 2: Treatment comparisons of functions of the probabilities for the treatments were performed and adjusted 
based on models fit with 11 years of data. Values below 0.05 indicate a significant difference 

Treatment 
comparison 

Adjusted P-value of treatment difference at specified years 

 1 3 5 7 9 11 
A vs B 0.3968 0.0034 <0.0001 <0.0001 <0.0001 <0.0001 
A vs C 0.5558 0.0156 <0.0001 <0.0001 <0.0001 <0.0001 
A vs U <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
B vs C 0.9214 0.4601 0.0984 0.0017 <0.0001 0.0002 
B vs U <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
C vs U <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

 
To illustrate how these models perform under the availability of differing periods of data, we fit the same models to 3 

years, 5 years, and 7 years of rating data. Figure 3 shows the predictive ability of these models to predict average evolutions 
to years beyond that used to fit them. As expected, as more long-exposure data become available, the predictive performance 
improves. Because we are modeling probabilities, their predictions will stay within the range of rating values. 
  

 
 

Figure 3: Based on the availability of 3, 5, 7 or 11 years of data, each of sub-figures gives the respective model’s 
predictive performance of trend. The average evolution (dashed heavy line) over time for three treatments (A, B, and 
C) and untreated control (U) from models overlayed with the actual observed mean ratings (solid heavy line). Graph 
supplemented with expected responses of 20 simulated ”stakes” for each treatment (gray lines) 
 

To compare these models’ ability to detect treatment differences after various exposure periods, we re-ran treatment 
comparisons for each of the models (and additionally a model based on 4 years of data). See Table 3. This shows that with 3 
or 4 years of data, it is difficult to detect treatment differences, but at 5 years reasonable differences are detected. With 7 
years, we can predict differences at 11 years. 
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Table 3: Models were fit with increasing levels of data (3, 4, 5, 7 years) and mean comparisons of functions of the 
probabilities for the treatments were performed and adjusted (multiple comparisons adjusted within years of data 
model is based on). Values below 0.05 indicate a significant difference 
 

Years of 
data model 
is based on 
(Years) 

Treatment 
comparison 

Adjusted P-value of treatment difference at specified years 

  1 3 5 7 9 11 
3 A vs B 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 A vs C 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 A vs U 0.8139 0.0007 0.9864 0.9999 1.0000 0.9999 
 B vs C 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 B vs U 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 C vs U 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
        
4 A vs B 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 A vs C 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 A vs U 0.0005 <0.0001 0.0005 0.0160 0.1261 0.3248 
 B vs C 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
 B vs U 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 
 C vs U 0.9999 1.0000 1.0000 1.0000 1.0000 1.0000 
        
5 A vs B 0.6327 0.2923 0.0217 0.8544 0.9955 0.9955 
 A vs C 0.9955 0.4267 0.0027 0.1808 0.3579 0.4654 
 A vs U <0.0001 <0.0001 <0.0001 0.0005 0.0211 0.1260 
 B vs C 0.8389 0.9955 0.2613 0.4369 0.5273 0.5786 
 B vs U 0.0259 <0.0001 <0.0001 0.0125 0.2923 0.6327 
 C vs U 0.2613 <0.0001 <0.0001 0.0009 0.0336 0.1333 
        
7 A vs B 0.9074 0.0840 <0.0001 <0.0001 0.0011 0.0049 
 A vs C 0.9074 0.0840 <0.0001 <0.0001 <0.0001 0.0004 
 A vs U <0.0001 <0.0001 <0.0001 <0.0001 0.0001 0.0049 
 B vs C 0.8434 0.8023 0.0700 0.0281 0.0495 0.0700 
 B vs U <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 
 C vs U 0.0094 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 

 
We are working with further data sets to determine the applicability of the modeling approach to other treatment types. 

One advantage of this approach is the modeled relationship between stake behavior and collective behavior that can be built 
into simulation models.  

 
FUTURE MODELING AND CONCLUSION 

Ideally, we would like to establish models for standard treatments and use simulation to determine best methods for 
determining equivalency or noninferiority to those treatments. This will also allow the comparison of the ordinal degradation 
model approach against time-to-failure approaches. Currently we have developed a simulation model based on this particular 
set of data that will help in the design of future simulation models for other data sets. Figure 4 illustrates how the observed 
data for 20 stakes in treatment group A compares to simulated ratings over time for 20 stakes from treatment group A using 
parameter estimates from our model. 
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Figure 4: Observed stake ratings for 20 stakes from treatment group A and a set of simulated “raw” ratings for 20 
stakes 
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